Interoperable Physics Driver and ESMF

Purpose: This document outlines the options for how the interoperable physics driver (IPD) may relate to the Earth System Modeling Framework (ESMF) and proposes a strawman approach.
Background and Requirements:  A set of initial requirements for the IPD was collected by the Global Model Testbed (GMTB). The first teams surveyed, including members of the Weather Research and Forecasting (WRF) team, did not have requirements for task parallelism (concurrency) of individual physics parameterizations or a physics suite, or requirements for grid remapping. A broader requirements discussion for IPD suggests that multiple modeling teams, including the Community Earth System Model (CESM) and NASA GEOS-5 are implementing task parallelism already for physics and dynamics components. In addition, the Naval Research Laboratory (NRL) and GFDL are interested in exploring task parallelism for radiation, and the DOE ACME project is exploring task parallelism for parameterizations that may be compute intensive.
If task parallelism and grid remapping are required for IPD, they change the nature of the software substantially. With these requirements, a general computational framework is needed; without them, it should suffice to have an interface that assumes locality and essentially makes a subroutine call. The requirements for a general coupling framework were collected in the U.S. community by the Earth System Modeling Framework (ESMF) starting in 2002, and were refined up to the present through thousands of design and support interactions.
ESMF is a widely used (~7000 downloads), highly portable software that is relied on by modeling teams and data and visualization packages such as NCL and UV-CDAT. Its most important features are support for virtually any model grid, support for many interpolation methods and options, including 3D remapping, and support for multiple modes of component execution. These features are backed up by comprehensive regression testing (8000 tests on ~40 platform/compiler combinations nightly), performance studies, a very active user support and training capability, and a multi-agency governance structure. The ESMF capabilities and user community took more than a decade to develop and would be expensive and redundant to reproduce. Modeling teams that are interested in task parallelism and concurrency have asked whether ESMF can be used with the IPD interface.
Customers: There appear to be two sorts of customers for the IPD. The first type does not require task parallelism or grid remapping at the physics-dynamics interface. This group wants no external library dependencies introduced into their code by the IPD. This suggests that the IPD would not introduce new derived data types, which would require library support. The other type is interested in exploring or has aready implemented task parallelism and grid remapping at the physics-dynamics interface. They tend to be ESMF users already, and would prefer to not have an additional dependency besides ESMF. The latter approach is likely to represent future trends, as component interfaces become more commonplace, parameterizations more computationally intensive, and massive parallelism more available. A good solution would satisfy both types of customers.


Solution Space: There are three main options for the IPD interface:
1. Develop a set of conventions for IPD that do not require new derived data types (does not introduce external dependencies)
2. Use the ESMF interfaces (introduces an external dependency) to build the IPD
3. Develop a new IPD interface, with new derived data types (introduces an external dependency)
Proposed Strawman: 
A proposal is to implement 1 and 2 above: to use ESMF interfaces (2) for the IPD when task parallelism and concurrency are needed, and to implement 1 when they are not. An assumption would be that the ESMF interfaces would accommodate all of the requirements for both types of users, and that implementation 1 would be a convenience. To support this strawman, it would need to be determined that ESMF would satisfy IPD requirements, or that modifying it would be substantially less effort than implementing 3.
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